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SYSTEMS AND METHODS FOR SWITCHING
VISION CORRECTION GRAPHICAL
OUTPUTS ON A DISPLAY OF AN
ELECTRONIC DEVICE

TECHNICAL FIELD

[0001] Embodiments described herein relate generally to
providing personalized graphical outputs and, in particular,
to systems, processes, and methods for displaying vision-
corrected graphical outputs and standard graphical outputs
on an electronic device.

BACKGROUND

[0002] Modern electronic devices, such as mobile phones,
smart phones, laptop computers, desktop computers, media
players, gaming devices, and the like, commonly include
electronic displays which may provide a user with visual
information.

[0003] A large percentage of the human population
requires prescription eyeglasses or contact lenses in order to
see with sufficient clarity. For example, a person with
nearsighted vision (myopia) may have difficulty perceiving
far away objects. Similarly, a person with farsighted vision
(hyperopia) may have difficulty perceiving nearby objects.
In order to view an electronic display, a person with a vision
deficiency may need to put on or remove prescription
eyewear to avoid eye strain and/or to view the electronic
display clearly. If such a person is unable to easily remove
or put on the prescription eyewear, it may be difficult to
interact with the electronic display and a user experience
with the electronic display may suffer.

SUMMARY

[0004] A method of controlling a vision-correcting opera-
tion of a portable electronic device may include scanning at
least a portion of a face of a user using a sensor, generating
a depth map using the scan conducted using the sensor, and
determining a similarity score between the depth map and
one or more identity maps of a set of stored biometric
identity maps that are associated with a registered user. In
response to the similarity score exceeding a threshold, the
method may further include authenticating the user as the
registered user and determining a corrective eyewear sce-
nario using the depth map. The method may further com-
prise selecting a display profile that is associated with the
corrective eyewear scenario and the registered user and
generating a graphical output in accordance with the
selected display profile. The corrective eyewear scenario
may correspond to the registered user wearing a corrective
eyewear. The graphical output may compensate for a vision
deficiency associated with the corrective eyewear scenario
and the registered user.

[0005] The depth map may be a first depth map, the
display profile may be a first display profile, the corrective
eyewear scenario may be a first corrective eyewear scenario,
and the graphical output may be a first graphical output. The
method of controlling a vision-correcting operation may
further comprise scanning at least the portion of the face of
the user using the sensor to generate a second depth map and
determining a second corrective eyewear scenario using the
second depth map. The method may further comprise select-
ing a display profile that is associated with the second
corrective eyewear scenario and generating a second graphi-

Nov. 11, 2021

cal output in accordance with the selected second display
profile. The second corrective eyewear scenario may corre-
spond to the registered user not wearing corrective eyewear.
[0006] The threshold may be a first threshold and the
similarity score may be a first similarity score. Determining
the corrective eyewear scenario using the depth map may
comprise identifying a subset of identity maps of the set of
stored biometric identity maps, the subset of identity maps
associated with the corrective eyewear scenario, and deter-
mining a second similarity score between the depth map and
the subset of identity maps.

[0007] The corrective eyewear scenario may correspond
to the registered user not wearing a corrective eyewear. The
graphical output may compensate for a vision deficiency
while the user is not wearing the corrective eyewear.
[0008] The method of controlling a vision-correcting
operation may further comprise detecting an eye movement
of the user and, in accordance with the eye movement
corresponding to an eye strain condition, modifying the
graphical output of the portable electronic device.

[0009] The display profile may be associated with pre-
scription information related to a visual acuity of the user
and the graphical output may be generated, at least in part,
using the prescription information.

[0010] A method of providing a graphical output for an
electronic device may comprise displaying a set of graphical
objects, each one of the set of graphical objects produced
using a different level of vision correction, receiving a user
selection of a graphical object from the set of graphical
objects, and, in response to the user selection, identifying a
display profile that is associated with the selected graphical
object. The method may further comprise generating the
graphical output in accordance with the display profile,
scanning at least a portion of a face of a user using a sensor,
generating a depth map using the scan, and storing the depth
map and associating the depth map with the display profile.
[0011] The method of providing a graphical output may
further comprise determining, based on the user selection,
that the user has a myopic vision condition and generating
a new depth map based on a subsequent scan of the user. The
method may further comprise determining, from the new
depth map, whether the user is wearing a corrective eyewear.
In accordance with a determination that the user is wearing
the corrective eyewear, the method may cause a display to
display the graphical output.

[0012] The method of providing a graphical output may
further comprise determining, based on the user selection,
that the user has a hyperopic vision condition and generating
a new depth map based on a subsequent scan of the user. The
method may further comprise determining, from the new
depth map, whether the user is wearing a corrective eyewear.
In accordance with a determination that the user is not
wearing the corrective eyewear, the method may cause a
display to display the graphical output.

[0013] The method of providing a graphical output may
further comprise detecting an eye movement of the user
using the sensor and, in accordance with a determination that
the eye movement corresponds to an eye strain condition,
generating the graphical output.

[0014] The display profile may be one of a set of display
profiles, each display profile may be associated with a
different appearance of the user, and each different appear-
ance of the user may correspond to a respective corrective
eyewear scenario.
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[0015] Displaying the set of graphical objects may com-
prise presenting a set of successive screens to the user. Each
one of the successive screens may contain one or more
graphical objects of the set of graphical objects.

[0016] The method of providing a graphical output may
further comprise determining, from the user selection, a
visual acuity of the user and displaying information regard-
ing the visual acuity to the user.

[0017] An electronic device may comprise a housing, a
display positioned at least partially within the housing and
configured to display a graphical output, a transparent cover
positioned at least partially over the display, an optical
sensor positioned below the transparent cover and config-
ured to obtain a scan of at least a portion of a face of a user,
and a processor.

[0018] The processor may be configured generate a depth
map using the scan, and determine a similarity score
between the depth map and one or more identity maps of a
set of stored biometric identity maps that are associated with
a registered user.

[0019] The processor may be additionally configured to, in
response to the similarity score exceeding a threshold,
identify the user as the registered user, determine a correc-
tive eyewear scenario using the depth map, select a display
profile that is associated with the corrective eyewear sce-
nario, and generate a graphical output in accordance with the
selected display profile.

[0020] The optical sensor may comprise a light emitting
module configured to project a dot pattern on the portion of
the face of the user and the optical sensor may obtain the
scan of the portion of the face of the user using the projected
dot pattern.

[0021] The projected dot pattern may be produced by a
series of infrared light rays emitted from the light emitting
module toward the portion of the face of the user and the
optical sensor may further comprise an infrared-sensing
array configured to detect infrared light reflected from the
portion of the face of the user.

[0022] The corrective eyewear scenario may correspond
to the registered user wearing a corrective eyewear. In some
embodiments, the corrective eyewear scenario may corre-
spond to the registered user not wearing a corrective eye-
wear.

[0023] The corrective eyewear scenario may correspond
to the registered user wearing a privacy eyewear and the
graphical output may include a privacy blur that appears
unblurred when viewed using the privacy eyewear.

BRIEF DESCRIPTION OF THE DRAWINGS

[0024] Reference will now be made to representative
embodiments illustrated in the accompanying figures. It
should be understood that the following descriptions are not
intended to limit the embodiments to one preferred embodi-
ment. To the contrary, it is intended to cover alternatives,
modifications, and equivalents as may be included within
the spirit and scope of the described embodiments as defined
by the appended claims. Identical reference numerals have
been used, where possible, to designate identical features
that are common to the figures.

[0025] FIG. 1 illustrates a side view of an electronic
device performing a facial recognition scan, as described
herein.
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[0026] FIG. 2A illustrates a front view of an electronic
device displaying a standard graphical output, as described
herein.

[0027] FIG. 2B illustrates a front view of an electronic
device displaying a vision-corrected graphical output, as
described herein.

[0028] FIG. 3A illustrates a front view of an electronic
device displaying a vision setting menu, as described herein.
[0029] FIG. 3B illustrates a front view of an electronic
device displaying a vision diagnostic test, as described
herein.

[0030] FIG. 4 depicts an example method of associating a
particular graphical output with an appearance of a user, as
described herein.

[0031] FIG. 5 depicts an example process of controlling a
vision-correcting operation of an electronic device, as
described herein.

[0032] FIG. 6 depicts an example process of a vision
diagnostic operation and a presentation of a graphical output
for a user with myopic vision and based on the presence of
corrective eyewear, as described herein.

[0033] FIG. 7 depicts an example process of a vision
diagnostic operation and a presentation of a graphical output
for a user with hyperopic vision and based on the presence
of corrective eyewear, as described herein.

[0034] FIG. 8 depicts an example process of an automatic
vision diagnostic operation and a control of a graphical
output, as described herein.

[0035] FIG. 9 depicts an example process of generating
and displaying a privacy screen in response to a facial scan
of a user, as described herein.

[0036] FIG. 10 depicts an example block diagram of an
electronic device that may perform the disclosed processes
and methods, as described herein.

[0037] The use of cross-hatching or shading in the accom-
panying figures is generally provided to clarity the bound-
aries between adjacent elements and to facilitate legibility of
the figures. Accordingly, neither the presence nor the
absence of cross-hatching or shading conveys or indicates
any preference or requirement for particular materials, mate-
rial properties, element proportions, element dimensions,
commonalities of similarly illustrated elements, or any other
characteristic, attribute, or property for any element illus-
trated in the accompanying figures.

[0038] Additionally, it should be understood that the pro-
portions and dimensions (either relative or absolute) of the
various features and elements (and collections and group-
ings thereof), and the boundaries, separations, and positional
relationships presented therebetween, are provided in the
accompanying figures merely to facilitate an understanding
of the various embodiments described herein, may not
necessarily be presented or illustrated to scale, and are not
intended to indicate any preference or requirement for an
illustrated embodiment to the exclusion of embodiments
described with reference thereto.

DETAILED DESCRIPTION

[0039] The following disclosure relates to various tech-
niques for generating, providing, and displaying various
graphical outputs, including a standard graphical output and
a vision-corrected graphical output, on a display of an
electronic device. As described herein, a “standard graphical
output” may be used to refer to a graphical output of a
graphical user interface that appears undistorted to a user



US 2021/0350769 Al

having normal eyesight without the use of corrective eye-
wear (e.g., not near- or far-sighted). As described herein, a
“vision-corrected graphical output” may be used to refer to
a graphical output of a graphical user interface that has been
adapted to improve the clarity of the output for a user having
a vision deficiency or a user that is viewing the screen using
a corrective lens not adapted for close viewing. The vision-
corrected graphical output may be selectively or entirely
blurred; may overlay a, for example, grid-like filter over a
standard graphical output; may present the graphical output
and/or certain graphical elements as larger, brighter, with a
different color palate, and the like; and may include other
vision-correcting techniques.

[0040] As discussed herein, a user may have difficulty
perceiving a standard graphical output depending on the
user’s visual acuity and depending on a corrective eyewear
scenario of the user. As used herein, a “corrective eyewear
scenario” may refer to a presence, or lack of presence, of
corrective eyewear on a user’s face. Depending on a cor-
rective eyewear scenario of the user, the user may have
difficulty perceiving a standard graphical output. For
example, a myopic (e.g., nearsighted) user may be able to
easily perceive a standard graphical output while not wear-
ing corrective eyewear, but may have difficulty perceiving
the standard graphical output while wearing corrective eye-
wear (e.g., the corrective eyewear may improve the user’s
vision for far away objects while hindering the user’s vision
for nearby objects). Likewise, a hyperopic (e.g., farsighted)
user may experience the opposite effect and may be able to
easily perceive a standard graphical output while wearing
corrective eyewear, but may have difficulty perceiving the
standard graphical output while not wearing corrective eye-
wear.

[0041] In various embodiments presented herein, an elec-
tronic device may present a vision-corrected graphical out-
put to a user who would ordinarily have difficulty perceiving
a standard graphical output. Further, an optical sensor sys-
tem may detect the presence of corrective eyewear and may
switch between a standard graphical output and a vision-
corrected graphical output depending on whether a user is
wearing the corrective eyewear or not, as determined by
comparing the user’s appearance with a set and/or subset of
identity maps, as described herein. For example, an elec-
tronic device may present a myopic user with a standard
graphical output when the user is not wearing corrective
eyewear and may present the user with a vision-corrected
graphical output when the user wearing the corrective eye-
wear. In some embodiments, many display profiles may be
associated with a single user having multiple corrective
eyewear.

[0042] In various embodiments, a vision-corrected graphi-
cal output includes graphical elements of a graphical user
interface that appears clear to a user having a visual defi-
ciency and/or may otherwise correspond to varying levels of
vision correction. Many different types of vision-corrected
graphical outputs may be provided and each vision-cor-
rected graphical output may correspond to a different vision
condition of a user and/or to a presence of corrective
eyewear worn by a user, as determined by a facial scan of a
user’s face by, for example, an optical sensor system. For
example, a user who has hyperopic vision (e.g., a user who
is farsighted), may have difficulty perceiving nearby objects
(e.g., a display on a mobile phone) without the use of
corrective eyewear, but may be able to easily perceive the
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same nearby objects when wearing the corrective eyewear.
For such a user, the electronic device may present a standard
graphical output when the user is wearing the corrective
eyewear and may provide a vision-corrected graphical out-
put when the user is not wearing the corrective eyewear. As
such, a vision-corrected graphical output corresponding to a
myopic vision deficiency may exhibit different characteris-
tics than a vision-corrected graphical output corresponding
to a hyperopic vision deficiency. Many types of visual
deficiencies are considered, including myopia, hyperopia,
astigmatism, presbyopia and higher-order aberrations that
may be difficult to correct with eyeglasses. The systems and
techniques described herein may also be used to account for
different vision-related perception issues that may not be
formally classified as a vision deficiency. For example, the
systems and techniques described herein may be used to
account for a user’s aversion or preference to bright or
flashing light sources, aversion or preference to a particular
color, tint, or hue, or other vision-related aversion or pref-
erence. The following techniques may also be applied to
help compensate for colorblindness or other visual percep-
tion issues.

[0043] As discussed herein, many such vision-corrected
graphical outputs, corresponding to different vision deficien-
cies, are considered. Specifically, a display may be driven in
accordance with a display profile or a display setting profile
that is used to produce, what is referred to herein as a
vision-corrected graphical output. In some embodiments, a
vision-corrected graphical output may be produced on a
display of an electronic device by pre-sharpening a two-
dimensional image presented on the display using the
inverse point spread function of a user’s eye. Some embodi-
ments of a vision-corrected graphical output include a
multilayer display with prefiltered image generation, a tai-
lored, ray-traced display that produces a light field via
lenslet arrays, and a combination light field display with
computational prefiltering. Additionally or alternatively, a
four-dimensional light field display with parallax barriers
and/or lenslet arrays may be used to counteract a user’s
vision deficiency. In some embodiments, refractions and
aberrations of a user’s eye, as derived from a user’s pre-
scription, may be mathematically modeled and a processor
of an electronic device may use the mathematical represen-
tation to present a four-dimensional light field, via a display,
to the user so that a two-dimensional image with high clarity
is perceived by the user. In some embodiments, a pinhole
parallax barrier may be provided, either digitally or as a
physically separate barrier, to optimize light throughput.
These techniques are provided by way of example and other
techniques not expressly listed above, may be used to
produce a vision-corrected graphical output.

[0044] In some cases, the vision-corrected output is
adapted to account for different levels of vision correction in
each of the user’s eyes. For example, multiple outputs, each
output configured to provide a different level or different
type of vision compensation, may be presented to the user as
a composite vision-corrected output. In some embodiments,
multiple images may be presented at different angles to the
user at the same time. In this way, the user may perceive a
three-dimensional image on the two-dimension display.
Additionally or alternatively, the multiple images presented
at different angles may be individually generated to com-
pensate for vision deficiencies of individual eyes. For
example, a user may have a certain prescriptive value
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corresponding to a vision deficiency in their left eye and may
have a different prescriptive value corresponding to a dif-
ferent vision deficiency in their right eye. By providing two
different graphical outputs, each corresponding to a different
vision deficiency, at different angles, the vision deficiencies
of both of a user’s eyes may be counteracted. Examples of
such displays, which may be referred to as glasses-free
three-dimensional or light field displays, include volumetric
displays, multifocal displays, and super-multi-view displays
and can create the illusion of a three-dimensional object
and/or can correct for the vision deficiencies of different
eyes.

[0045] Insome embodiments, a vision-corrected graphical
output may result in larger text and/or images; a high
contrast between graphical elements; a color-shifted display
to make certain graphical objects clearly visible; a simplified
graphical output not including complex graphical images;
and the like. In some embodiments, a vision-corrected
graphical output may user alternative colors to correct for
colorblindness. For example, a user with red-green color-
blindness may be ordinarily unable to perceive the colors red
and green. In a color-shifted example, elements that would
ordinarily appear as red or green may appear as a different
colors easily perceivable to the colorblind user.

[0046] In some embodiments, the aforementioned visual
settings may be produced in response to environmental
information detected by sensors on an electronic device. For
example, a high-sunlight environment may produce an
undesired glare on a display of the electronic device. Optical
sensors may detect the high brightness level and may
perform various display adjusting operations to allow a user
to more easily perceive the display, as described herein.

[0047] As noted above, a particular vision-corrected
graphical output may correspond to a vision condition of a
user. With the use of corrective eyewear (e.g., eyeglasses),
a user’s visual perception may change depending prescrip-
tive value of the corrective eyewear. For example, a user
with a hyperopic vision condition may have prescription
glasses to compensate for the user’s natural vision condition.
In light of the user’s changing visual perception, a user’s
perception of a display of an electronic device may also
individually vary depending on whether the user is wearing
corrective eyewear or not and depending on the user’s vision
condition. In some users, wearing corrective eyewear may
assist in viewing a display. In other users, wearing corrective
eyewear may hinder viewing a display.

[0048] In some embodiments, a camera or other types of
optical sensor may be provided on an electronic device to
scan at least a portion of a user’s face corresponding to the
user’s facial biometrics. As used herein, the term “optical
sensor” includes any type of sensor configured to sense or
detect light, such as a camera (e.g., a forward-facing camera,
a video camera, an infrared camera, a visible light camera,
a rear-facing camera, a wide-lens camera, any combination
thereof, and the like); an ambient light sensor; a photodiode;
a light detector; a light detection and ranging (LIDAR)
detector; and/or any type of sensor that converts light into an
electrical signal. An optical sensor may additionally be
provided with a light emitter configured to project beams of
light and may capture image data of the projected beams of
light. As discussed herein, an optical sensor may include any
emitter, detector, and/or any signal processing circuitry used
to perform an optical detection and/or analysis.
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[0049] An optical sensor system, which may include a
camera and a light projector, may be used to identify and/or
authenticate a previously registered user identity for access
into an electronic device. For example, the optical sensor
system may initiate a scan of a user’s face and may store a
biometric identity map of the user’s face in an internal
storage of the electronic device (e.g., as a facial registration
process). Thereafter, whenever the electronic device, via the
optical sensor system, determines that a scanned face shares
a threshold similarity with the biometric identity map, the
electronic device may allow a user to access the electronic
device (e.g., the electronic device transitions from a
“locked” state to an “unlocked” state). The optical sensor
may be used to identify or authenticate a user in order to
perform restricted functions including, for example, online
purchases, software downloads, application logins,
restricted file access, and/or other device operations.

[0050] In some embodiments, additional or alternate sen-
sors may be used to perform an identity recognition process
and/or an initiation of a scan of a user’s face. For example,
sensors using sound propagation to location and map an
object, including, for example, detectors utilizing sonar,
RADAR, ultrasonic detection, time-of-flight, and/or any
combination thereof, may be used in addition or instead of
the optical sensors as described herein. The type of sensor is
not limited and any sensor capable of detecting facial
features, either in three- or two-dimensions may be used.

[0051] In some embodiments, the electronic device may
further direct an optical sensor system to scan at least a
portion of a user’s face after the user’s identity is confirmed
and may store facial data corresponding to alternate appear-
ances of the user. The alternate appearance may be stored as
an alternative biometric identity map as a set or subset of
identity maps that are associated with the appearance of the
user (e.g., a corrective eyewear scenario in which the user is
wearing or not wearing corrective eyewear). In addition to
identifying and/or authenticating the user, the optical sensor
system may determine a corrective eyewear scenario of the
user using one or more of the alternative biometric identity
maps created based on a user’s previous alternative appear-
ance. For example, when a user is wearing corrective
eyewear, the electronic device may confirm the user’s iden-
tity (using a normal identification procedure) and may store
a depth map of the user with the corrective eyewear as an
alternate biometric identity map or as a subset of a stored
biometric identity maps that are associated with a registered
user. Many different alternate appearances may be associ-
ated with one user. For example, one alternate appearance
may be associated with a user wearing prescription glasses
with a rectangular frame, another alternate appearance may
be associated with user wearing reading glasses with a
circular frame, another alternate appearance may be associ-
ated with a user wearing sunglasses, another alternate
appearance may be associated with a user wearing no
glasses, another alternate appearance may be associated with
user with white-framed glasses, and so on.

[0052] Each alternate appearance of the user may be
associated captured by an optical sensor system, may be
used to generate a subset of identity maps, and may be
associated with a particular corrective eyewear scenario. A
particular display profile may further be associated with the
corrective eyewear scenario. As used herein, a “display
profile” may refer to a profile that is used to generate a
standard graphical output or a vision-corrected graphical
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output. The display profile may be selected or identified
based on the particular biometric identity map that is used to
identify or authenticate the user. In this way, the facial
identification operation may be used to adapt the graphical
output of the display to be more easily readable by the user.
[0053] In some cases, a user wearing corrective eyewear
may interact with a vision diagnostic process on an elec-
tronic device to determine a visual acuity of the user, as
discussed herein. Once the visual acuity of the user is
determined, a vision-corrected graphical output may be
determined to be the graphical output that the user most
easily perceives. Further, the optical sensor system may scan
at least a portion of the user’s face and may detect an
alternate appearance of the user. A depth map, or a set of
depth maps, may be created from the detected alternate
appearance and may be associated with the vision-corrected
graphical output corresponding to the user’s determined
visual acuity. This association may be stored as a vision-
correcting display profile within, for example, a memory of
an electronic device or on a distributed computing system.
Thereafter, whenever the alternate appearance of the user is
detected by the optical sensor system, the electronic device
may automatically present the vision-corrected graphical
output to the user.

[0054] As discussed herein, a standard graphical output
may additionally be associated with one or multiple depth
maps created from one or multiple alternate appearances of
the user within one or multiple display profiles. Further, a
single user may be associated with many display profiles. A
user may interact with a vision diagnostic process multiple
different times, each time having a different appearance. In
this way, multiple display profiles may be created. Further,
as used herein, a “standard display profile” may refer to a
display profile that outputs a standard graphical output and
a “vision-correcting display profile” may refer to a display
profile that outputs a vision-corrected graphical output.
[0055] In some embodiments, depth maps created from a
particular appearance of a user may be associated with
display profiles containing instructions for a vision-cor-
rected graphical output without directly interacting with the
electronic device in a vision diagnostic process. For
example, systems of the electronic device may monitor a
user’s interactions during normal interactions with the elec-
tronic device and may perform a vision diagnostic analysis
based on a user’s interaction history. Many other ways of
diagnosing a user’s vision perception are considered and are
described herein.

[0056] As described herein, a “depth map” may refer to a
two-dimensional image with depth information. For
example, an optical sensor including a projector may project
a series of infrared light beams to a user’s face. The infrared
light beams may be captured as a series of infrared dots and
depth information may be determined by measuring a dis-
tance between each infrared dot. Once the infrared dots are
captured as an infrared image, a mathematical representation
may be created by transforming the infrared image via a
facial algorithm. In some embodiments, the number of
infrared light beams/infrared dots may be more than 10,000.
In some embodiments, the number of infrared light beams/
infrared dots may be 30,000 or more than 30,000. In some
embodiments, a depth map may refer to a three-dimensional
image with X-, Y-, and Z-planes.

[0057] As described herein, “corrective eyewear” may
refer to any type of eyeglasses, lenses, or eyewear such as,
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for example, contact lenses, reading glasses, sunglasses,
prescription eyewear, non-prescription eyewear, and the
like. Though the term “corrective” is used, corrective eye-
wear, as described herein, include glasses or lenses without
any particular corrective properties, including ordinary glass
lenses. Further, the corrective eyewear are not limited to
lenses themselves, but may include frames, chains, and other
structural elements associated with corrective eyewear.
[0058] As described herein, the optical sensor system may
be any appropriate optical sensing system and may include
any computer element or system (e.g., a projector, a light
emitter, a camera, an optical sensor, a machine learning
module, computer code, and the like). In some embodi-
ments, an optical sensing system may be a camera config-
ured to capture two-dimensional images of a face of a user.
The two-dimensional images may correspond to how a user
is typically perceived in a visible light spectrum. Machine
learning techniques and/or other methods of two-dimen-
sional image analysis may then be used to perform a facial
recognition process, as discussed herein. In some embodi-
ments, the optical sensing system may be a facial recogni-
tion system and may include a light emitting module con-
figured to project a dot pattern onto a user’s face and a
camera configured to capture image information of the
projected dot pattern.

[0059] These and other embodiments are discussed with
reference to FIGS. 1-10. However, those skilled in the art
will readily appreciate that the detailed description given
herein with respect to these figures is for explanatory
purposes only and should not be construed as limiting.
[0060] FIG. 1 illustrates a side view of an example elec-
tronic device 100 performing a facial scan of a user 106 and
using the optical sensor system 102, in accordance with
some described embodiments. The electronic device 100
may additionally include a graphical user interface presented
on a display 110 of the electronic device 100.

[0061] As depicted in FIG. 1, the optical sensor system
102 may include a light emitting module 103 (e.g., a
projector) and a front-facing camera 105. In some embodi-
ments, the optical sensor system 102 may be used as a facial
recognition system. The light emitting module 103 may be
configured to emit light rays 104 in accordance with a dot
pattern. The light rays 104 may be light in any electromag-
netic spectrum, such as, for example, light in the visible
spectrum, light in the infrared spectrum, or light in the
ultraviolet spectrum. When the light rays 104 are projected
toward a three-dimensional object, such as a face of the user
106, the resulting dot pattern may conform to the contours
of'the three-dimensional object, due to some of the light rays
104 reaching the face of the user 106 before other light rays
104. As a result, the dots in the dot pattern are not spaced
equally. The front-facing camera 105 (e.g., a camera
designed to detect visible, infrared, and/or ultraviolet light,
not shown) may capture images of the dot pattern (e.g.,
portions of the dot pattern that are reflected from the user’s
face toward the front-facing camera 105) and may create a
biometric identity depth map and/or a set of biometric
identity maps of the face of the user 106 based on the
spacing between the individual dots. The light rays 104
depicted in FIG. 1 may represent a fraction of the total light
rays and the light emitting module 103 may emit more light
rays 104 than those depicted in FIG. 1. Though “biometric
identity depth map” is singular, many different biometric
identity depth maps may be created and an aggregation of
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the biometric identity depth maps may be used to confirm a
user’s identity. Similarly, any described “depth map” may be
a single depth map or may be comprised of multiple depth
maps.

[0062] In some embodiments, a biometric identity depth
map may be created and/or stored within a memory of the
electronic device 100. The stored biometric identity depth
map may correspond to the user 106 and the user 106 may
be considered registered by the optical sensor system 102
and/or the electronic device 100. Thereafter, whenever the
registered user (e.g., the user 106) is detected by the optical
sensor system 102, an additional depth map is, or additional
sets of depth maps are, generated using the optical sensor
system 102. The additional depth map is then compared with
the stored biometric identity depth map. If the additional
depth map shares a similarity score with the stored biometric
identity map, the user is identified and/or authenticated and
permitted access to the electronic device 100. In some
embodiments, one or more identity maps from the stored
biometric identity maps are used to authenticate or identify
a registered user.

[0063] In some embodiments, any of the generated depth
maps (e.g., the stored biometric identity maps or one or more
of' the identity maps from the stored biometric identity maps)
may be configured to change, vary, and/or evolve over time.
For example, if a user initially registers with a clean-shaven
appearance, the initial stored biometric identity maps may
correspond to the user with the clean-shaven appearance. If
the user then begins to grow facial hair, the stored biometric
identity maps may vary in accordance with the growing
facial hair. In some embodiments, the stored biometric
identity maps may vary in response to detecting a user’s face
at an unlocking procedure, generating depth maps based on
the user’s face, determining that the depth maps share a high
similarity with the initial stored biometric identity maps, and
updating the initial stored biometric identity maps to account
for the user’s change in appearance. By making incremental
changes to the stored biometric identity maps, a user’s
identity may be confirmed even after changes in the user’s
appearance. For significant changes to the user’s appear-
ance, systems of the electronic device may require an
affirmative user interaction (e.g., entering a password)
before the stored biometric identity maps are updated.
[0064] As described herein, the front-facing camera 105
may be either one camera (as depicted in FIG. 1) or may be
a number of cameras. For example, the front-facing camera
105 may include an infrared detecting front-facing camera
and a visible light detecting front-facing camera. The optical
sensor system 102, light emitting module 103, and front-
facing camera 105 may be positioned behind the display 110
of the electronic device 100, as indicated in FIG. 1 by the
presence of dashed lines.

[0065] Certain features of the face of the user 106 are
typical for human faces, including eyes, ears, lips, a nose,
and eyes, but may vary in shape and/or size depending on
each individual. Based on the created biometric identity
depth map and on these common features, an identity profile
of'a user may be created and stored on the electronic device
100 for identity recognition purposes. Thereafter, the optical
sensor system 102 may perform identification and/or authen-
tication processes that unlocks an operation of the electronic
device 100 when a subsequently scanned face shares a
threshold similarity score with the created biometric identity
depth map.
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[0066] Further, corrective eyewear 108 may be worn by a
user 106. The corrective eyewear 108 be included in an
identity depth map of the face of the user 106. For example,
the light rays 104 may be projected toward the face of the
user 106 but may be intercepted by the corrective eyewear
108 before reaching the face. Portions of the corrective
eyewear 108 that are transparent to the light rays 104 may
permit the light rays 104 to reach the face of the user 106.
The front-facing camera may receive portions of the light
rays 104 that reflect from the face of the user 106 and/or
from the corrective eyewear 104 and may use the received
portions of the light rays 104 to generate one or more depth
maps, as described herein. Though a portion of the light rays
104 may be intercepted, a user’s identity may still be
determined if the visible facial features of the user meet the
threshold similarity score with the created biometric identity
depth map.

[0067] In some embodiments, the corrective eyewear 108
may be incorporated into an alternate appearance depth map.
For example, a user with a confirmed identity may never-
theless exhibit different facial appearances (e.g., a user
without the corrective eyewear 108 would look differently
than the user with the corrective eyewear 108). Each differ-
ent facial appearance may all be considered to correspond to
the same user 106 (e.g., each facial appearance may meet the
threshold similarity score with the created biometric identity
depth map), but may nevertheless result in a different,
alternate appearance depth map. The alternate appearance
depth maps may be further categorized into subsets of the
biometric identity depth map and may each correspond to a
different alternate appearance and/or corrective eyewear
scenario.

[0068] To distinguish between an identity confirmation
and an alternate appearance, two different similarity thresh-
olds may be used. The first similarity threshold may be
related to a first similarity score that a measured depth map
shares with a pre-registered biometric identity depth map.
The second similarity threshold may be related to a second
similarity score that a measured depth map shares with a
pre-registered alternate appearance depth map. In some
embodiments, the first similarity score may be met (in order
to confirm a user’s identity) before the second similarity
score is measured. As the user’s identity may already be
confirmed before the second similarity score is measured, a
minimum second similarity score may be lower (e.g., less
stringent) than a minimum first similarity score.

[0069] In some embodiments, once a user’s face is
scanned, the scanned face may be categorized into a number
of alternate appearance depth maps. An example of this
system follows. During a facial enrollment process, the
optical sensor system 102 may scan a user’s face a number
of times and may store the scans of the user’s face in an
identity profile. In some embodiments, the scans may be a
set of biometric identity maps and the set of biometric
identity maps may be stored in the identity profile. There-
after, whenever the user’s face is scanned by the optical
sensor system 102, the optical sensor system 102 may
compare the scanned face with the set of biometric identity
maps in the identity profile and may confirm the identity of
the user when a scanned face of the user shares a similarity
score with the set of biometric identity maps in the identity
profile.

[0070] A subset of scans within the identity profile may
additionally be created through the use of the electronic
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device 100. For example, a user may wear three different
types of corrective eyewear. One type may correspond to
reading glasses, one type may correspond to prescription
glasses, and one type may correspond to sunglasses. In this
way, the user may have four different appearances (three
appearances for each type of glasses and one appearance
with no glasses) each associated with the same identity.
[0071] Scans and/or depth maps, as described herein,
corresponding to each different appearance may be sepa-
rated as subcategories within the identity profile. For
example, scans of a user wearing sunglasses may share a
suitable similarity score with a preregistered scanned face,
so as to confirm an identity, but may share enough differ-
ences so as to be stored as an alternate appearance. There-
after, whenever the user wears the sunglasses and is scanned
by the optical sensor system 102, the optical sensor system
102 may determine both the user’s identity (by comparing
the scanned face with the scans in the larger identity profile)
and may determine the user’s alternate appearance (by
comparing the scanned face with the scans in the subset of
alternate appearance scans). In this way, a number of alter-
nate appearance depth maps each corresponding to the same
user may be created and stored as alternate appearance
profiles within the identity profile.

[0072] FIG. 2A is an illustration of a standard graphical
output presented on a display 210 of an electronic device
200 and the electronic device 200, as described herein. The
electronic device 200 includes an optical sensor system 202,
which may include substantially similar modules (e.g., a
light emitting module 203 and a camera 205) as discussed
above with reference to FIG. 1. As discussed herein, the
optical sensor system 202 may, in some embodiments, be
used as a facial recognition system. The electronic device
200 may include housing 214 within which the display 210
is provided. Presented on the display 210 is a graphical user
interface presenting a graphical output. The graphical user
interface may also include a calibration graphic 212.
[0073] As discussed herein, the calibration graphic 212
may be a graphical element with which a user may interact.
If the user perceives the graphical output as blurry or
otherwise not clear (due to a vision deficiency of the user),
the user may interact with the calibration graphic 212 to vary
a visual condition of the graphical output. For example, the
calibration graphic 212 may direct the graphical output to
vary in a way that compensates for a common vision
deficiency (e.g., a myopic vision deficiency). If the user
presses the calibration graphic 212 a second time, the
calibration graphic 212 may direct the graphical output to
produce a vision-corrected graphical output in a way that
compensates for another common vision deficiency (e.g., a
hyperopic vision deficiency). In this way, the user may press
the calibration graphic 212 consecutively to cycle through a
number of vision-corrected graphical outputs. FIG. 2B
depicts an example of such a vision-corrected graphical
output.

[0074] Insome embodiments, a user may interact with the
calibration graphic 212 to intentionally blur the graphical
output presented on the display 210. For example, if a user
desires privacy or does not want a nearby person to view
what is presented on the display 210, the user may interact
with the calibration graphic 212 to make the graphical
output illegible. In some embodiments, e.g., as depicted and
described with respect to FIG. 9, privacy eyewear may
counteract the intentional blur.
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[0075] The manner in which a user interacts with the
calibration graphic 212 is not limited. The user may utilize
a touch sensitive display to physically press the display 210
in a region above the calibration graphic 212. Alternatively,
the user could utilize any number of input devices (e.g., a
mouse or keyboard) to select the calibration graphic 212.
[0076] As presented herein, FIG. 2A may correspond to a
standard graphical output on the display 210. The standard
graphical output may be presented to the user based on the
results from the optical sensor system 202. For example, the
optical sensor system 202 may scan at least a portion of the
user’s face to generate a scan, generate a depth map from the
scan, determine a similarity score between the depth map
and one or more biometric identity maps of a set of stored
biometric identity maps that are associated with a registered
user. In response to the similarity score exceeding a thresh-
old, the user may be identified and/or authenticated as the
registered user and a corrective eyewear scenario may be
determined using the depth map. Further, a vision-correcting
display profile associated with the corrective eyewear sce-
nario may be selected and vision-corrected graphical output
may be generated in accordance with the selected vision-
correcting display profile. For example, a user wearing
corrective eyewear may interact with the standard graphical
output as depicted in FIG. 2A. As the user is interacting with
the standard graphical output, the optical sensor system 202
may scan the user’s face, as described herein, may create a
set of depth maps and may link the set of depth maps with
the standard graphical output. Thereafter, whenever the user
is wearing corrective eyewear and a scan sharing a similarity
score with the set of depth maps is captured by the optical
sensor system 202, the standard graphical output may be
automatically displayed on the display 210.

[0077] As discussed with respect to FIG. 1, each alternate
appearance of the user may be stored as a set of scans and/or
depth maps in subcategories of an identity profile. Each one,
or multiple, of these subcategories may be linked to a
standard display profile or a vision-correcting display pro-
file.

[0078] Forexample, a user may have five different appear-
ances, one without glasses, one with prescription glasses,
one with non-prescription sunglasses, one with prescription
sunglasses, and one with reading glasses. For two of those
appearances (e.g., when the user is wearing the prescription
glasses and the prescription sunglasses), the user may most
clearly perceive a standard graphical output. As such, the
disclosed system may capture a set of scans, may generate
depth maps corresponding to the two appearances, and may
associate the set of scans and/or depth maps of both the user
wearing the prescription glasses and the user wearing the
prescription sunglasses with the standard graphical output in
a standard display profile. Thereafter, whenever the user is
detected as wearing either of the two aforementioned
glasses, the standard graphical output may be presented. For
the other three appearances, the user may most clearly
perceive a vision-corrected graphical output. As such, depth
maps corresponding to the other three appearances may be
associated with a vision-correcting display profile and a
vision-corrected graphical output may be displayed to the
user when any of the three appearances are detected by the
optical sensor system 202.

[0079] In some embodiments, the user may change which
display profile corresponds to a particular set of depth maps
corresponding to a particular appearance. For example, a



US 2021/0350769 Al

user wearing the prescription sunglasses in the above
example may begin to experience difficulty in perceiving the
standard graphical output. The user may, for example, press
calibration graphic 212 while wearing the prescription sun-
glasses to change the standard graphical output into a
vision-corrected graphical output. Once the vision-corrected
graphical output is displayed (see FIG. 2B, below), the
optical sensor system 202 may scan the user’s face and may
store scans and/or depth maps corresponding to the user
wearing the prescription sunglasses with the presented
vision-corrected graphical output and a vision-correcting
display profile. Thereafter, display profiles containing
instructions for the vision-corrected graphical output may be
associated with the stored scans and/or depth maps corre-
sponding to the user wearing the prescription sunglasses in
the vision-correcting display profile.

[0080] In some embodiments, the optical sensor system
202 may scan the user’s face after the user has spent a
threshold amount of time interacting with a standard or
vision-corrected graphical output. In some embodiments,
the optical sensor system 202 may scan the user’s face
immediately after a standard or vision-corrected graphical
output is first presented. In some embodiments, if a user has
spent a certain amount of time interacting with the electronic
device while in a certain display mode, a processor of the
electronic device may determine that the displayed graphical
output is well perceived by the user and may associate a
display profile containing instructions to generate the
graphical output with scans and/or depth maps correspond-
ing to the user’s appearance as a result of the determination.
[0081] FIG. 2B is an illustration of a vision-corrected
graphical output presented on the display 210 of the elec-
tronic device 200 and the electronic device 200, as described
herein. In some embodiments, the vision-corrected graphical
output is displayed to the user after the user presses the
calibration graphic 212 as depicted in FIG. 2A.

[0082] In FIG. 2B, the standard graphical output is varied
in order to compensate for a vision deficiency. As shown in
FIG. 2B, the graphical output is presented in a blurred
fashion. Additionally, the calibration graphic 212 is blurred
into a blurred calibration graphic 212a. The user may further
press the blurred calibration graphic 212a in order to con-
tinue cycling through a number of pre-set vision-corrected
graphical outputs and/or to return to the standard graphical
output.

[0083] In some embodiments, a blurred graphical output
may be provided that makes the graphical output of FIG. 2B
illegible. For example, if a user desires privacy or does not
want a nearby person to view what is presented on the
display 210, the blurred graphical output may be produced
to make the graphical output illegible. In some embodi-
ments, e.g., as depicted and described with respect to FIG.
9, privacy eyewear may counteract the otherwise illegible
graphical output.

[0084] Alternatively or additionally, the vision-corrected
graphical output may be presented to a user when the optical
sensor system 202 detects an alternate appearance and depth
maps generated from the alternate appearance corresponds
to previously stored depth maps associated with display
profiles containing instructions for the vision-corrected
graphical output in a display profile (e.g., a vision-correcting
display profile).

[0085] For example, as discussed with respect to FIG. 2A,
a user may have five different appearances, one without
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glasses, one with prescription glasses, one with non-pre-
scription sunglasses, one with prescription sunglasses, and
one with reading glasses. If the user has hyperopic vision
(e.g., the user is farsighted), the user may most easily
perceive the standard graphical output of FIG. 2A while
wearing the prescription sunglasses and the prescription
glasses. Likewise, the user may most easily perceive the
vision-corrected graphical output of FIG. 2B while not
wearing glasses, wearing non-prescription sunglasses, and
wearing reading glasses. As such, the two prescription
glasses may be associated with the standard graphical output
as part of a standard display profile and the three other
appearances may be associated with display profiles con-
taining instructions for the vision-corrected graphical out-
put. Thereafter, whenever the optical sensor system 202
detects the two prescription glasses, scans and/or depth
maps generated from the two prescription glasses may
correspond to a standard display profile and the standard
graphical output of FIG. 2A may be displayed. When the
optical sensor system 202 detects the other three appear-
ances, scans and/or depth maps generated from any of the
three appearances may correspond to a vision-corrected
display profile and the vision-corrected graphical output of
FIG. 2B may be displayed. The disclosed system is not
limited to the above example and any number of scans
and/or depth maps of a variety of user appearances may be
associated with any number of display profiles. Further,
multiple vision-correcting display profiles may be provided,
each vision-correcting-display profile related to a different
visual perception of the user while wearing different cor-
rective eyewear.

[0086] FIG. 3A illustrates an example settings screen for
a vision setting menu on a display 310 of an electronic
device 300. The electronic device 300 includes an optical
sensor system 302, which may include substantially similar
modules (e.g., a light emitting module 303 and a camera
305) as discussed above with reference to FIGS. 1 and 2. As
discussed herein, the optical sensor system 302 may, in some
embodiments, be used as a facial recognition system. An
electronic device 300 may include text boxes and sliders
where a user may input an eyesight prescription or a vision
condition, as described herein. For example, the presented
vision setting menu may contain a text box labeled “Enter
Prescription” and four sliders labeled “Nearsighted,” “Far-
sighted,” “Presbyopia,” and “Astigmatism.” Each of the
four, or more, sliders may correspond to a different vision
condition.

[0087] If a user knows their personal visual prescription,
the user may enter a number (e.g., 20/200) into the provided
text box labeled “Enter Prescription.” A long-form prescrip-
tion may also be provided (e.g., a pop-up box may appear
with spaces for a user to fill in with prescription informa-
tion). The long form prescription may include information
for an O.D. eye (e.g., oculus dexter, or right eye) and an O.S.
eye (e.g., oculus sinister, or left eye). The long-form pre-
scription may additionally include, for example, sphere,
cylinder, axis, add, prism, and additional information.

[0088] Once the user enters the prescription information,
the provided sliders may automatically shift based on the
prescription information. For example, a prescription indica-
tive of nearsighted-ness may automatically shift the near-
sighted slider to the “ON” position (e.g., to the right in FIG.
3A). The provided sliders may also be individually control-
lable by a user. If a user does not know their exact prescrip-
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tion, but knows their underlying vision condition, the user
may interact with the sliders without entering prescription
information.

[0089] Once prescription information is entered into the
vision setting menu, a vision-corrected graphical output may
be generated based on the user entered information. For
example, if a user enters a prescription, a particular vision-
corrected graphical output may be generated based on the
prescription information. Further, based on the position of
the sliders (e.g., the “nearsighted” and “farsighted” sliders),
the system may provide a particular graphical output based
on whether a user is wearing corrective eyewear or not, as
discussed with respect to FIGS. 6 and 7.

[0090] To compensate for particular vision deficiencies, a
graphical output may be distorted based on a number of
visual distortion basis functions (e.g., Zernike polynomials).
A myopic user may have spherical, coma, trefoil, and many
other types of visual distortions. Similarly, a hyperopic,
astigmatic, or otherwise visually deficient user may experi-
ence different levels of the same types of visual distortions.
Each particular graphical output may be distorted based on
these basis functions and these basis functions may be
incorporated into any system for producing a graphical
output, as described herein.

[0091] In some embodiments, if a “nearsighted” slider is
in the “ON” position and a “farsighted” slider is in the
“OFF” position, the system may present the vision-corrected
graphical output when scans and/or depth maps correspond-
ing to a user’s wearing of corrective eyewear are received.
Further, the system may present the standard graphical
output when scans and/or depth maps corresponding to the
user’s absence of worn corrective eyewear are received. In
another example, if the “nearsighted” slider is in the “OFF”
position and the “farsighted” slider is in the “ON” positon,
the system may present the standard graphical output when
scans and/or depth maps corresponding to the user’s wearing
of corrective eyewear are received and may present the
vision-corrected graphical output when scans and/or depth
maps corresponding to the user’s absence of worn corrective
eyewear are received. The two examples provided are
merely explanatory and any manner of providing a graphical
output with regard to a particular appearance of a user may
be used.

[0092] FIG. 3B illustrates an example vision diagnostic
test on a display 310 of an electronic device 300. In the
vision diagnostic test of FIG. 3B, a number of graphical
objects may be presented to the user along with associated
text (e.g., “Select the image that looks the clearest”). Each
graphical object may have a different level of vision cor-
rection, similar to an eyesight test at an eye doctor’s office.
For example, a first graphical object may be blurred to
compensate for a myopic vision deficiency, a second graphi-
cal object may be blurred to compensate for a hyperopic
vision deficiency, a third graphical object may be enlarged to
compensate for an ocular degeneration, and a fourth graphi-
cal object may be unaffected by any vision correction
process.

[0093] In response to a user selection of a particular
graphical object, a visual acuity of the user may be mea-
sured. Though only one screen is depicted in FIG. 3B, many
successive screens may be displayed to the user in order to
achieve a higher diagnostic confidence for the vision diag-
nostic test. Each successive screen may contain different
graphical objects with different levels of vision correction,
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as described herein. Once the visual acuity of the user is
measured, information regarding visual acuity of the user
may be presented to the user (e.g., a prescription value may
be presented to the user on the display). In this way, the user
may learn their visual acuity through the vision diagnostic
test.

[0094] The illustrations in FIG. 3B are merely explanatory
and any manner of providing a vision diagnostic test may be
used. For example, a collection of differently sized letters
(e.g., a Snellen eye chart) may be provided on the screen and
a user may mark which letters are readable and which letters
are not readable.

[0095] FIG. 4 depicts an example process 400 of associ-
ating a particular graphical output with an appearance of a
user, as determined by a facial scan.

[0096] At operation 402, the processor receives a display
adjustment request. As discussed herein, the display adjust-
ment request may be a user generated input (e.g., a user
selects the calibration graphic 212 of FIG. 2), an interaction
with a vision setting menu (e.g., the vision setting menu of
FIG. 3A), and/or the like. In some embodiments, the display
adjustment request may be automatically determined by the
electronic device by, for example, tracking an eye movement
of a user and determining when the user is experiencing
visual strain.

[0097] At operation 404, the processor generates a vision-
corrected graphical output and displays the vision-corrected
graphical output on a display of the electronic device in
response to the display adjustment request. The vision-
corrected graphical output may correspond to a particular
vision deficiency of the user (e.g., if the user has previously
input a prescription value or a vision condition) or may be
generated based on predetermined defaults to compensate
for a common vision deficiency. In some embodiments, the
generated vision-corrected graphical output may replace the
previously displayed standard graphical output and may be
presented to the user instead of the standard graphical
output. Additionally, the vision-corrected graphical output
may only replace certain graphical elements presented in the
standard graphical output (e.g., a toolbar icon and/or graphi-
cal elements in a pulldown menu in a graphical user inter-
face of the electronic device). In some embodiments, opera-
tions 402-404 may be repeated until the displayed vision-
corrected graphical output is acceptable to the user.

[0098] At operation 406, the processor may direct an
optical sensor system (e.g., the optical sensor system 102) to
perform a facial scan of the user. The facial scan may be
performed in a manner as discussed above (e.g., by creating
a three-dimensional depth map from a projected dot pattern
or by performing image analysis on a two-dimensional
picture). Once a scan of the user’s face is performed, the
processor may generate a depth map from the scanned face
and may determine that the generated depth map shares a
first similarity score with a pre-registered identity depth map
to confirm an identity of the user. If the identity is confirmed,
the processor may further determine if the depth map
corresponds to a pre-registered alternate appearance, as
discussed herein, by sharing a second similarity score. If no
pre-registered alternate appearance shares the second simi-
larity score, then the processor may register the scan (or set
of scans and/or depth maps) as a new alternate appearance
depth map or set of depth maps within an identity profile.

[0099] At operation 408, the processor may associate the
scans and/or depth maps generated from a face scanned at
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operation 406 with the vision-corrected output of operation
404. As discussed herein, a display profile may be created
and may contain both data referring to the scans and/or depth
maps of the scanned face and the vision-corrected output.
Thereafter, whenever a depth map or set of depth maps
generated from a facial scan of the user shares at least a
minimum similarity score with the face scanned at operation
406, the vision-corrected graphical output may be automati-
cally displayed without any further user input.

[0100] In some cases, therefore, a user wearing a particu-
lar set of glasses may be presented with a vision-corrected
display designed to compensate for a vision deficiency of the
user while wearing the glasses whenever the user is detected
wearing the glasses by an optical sensor system. In other
cases, a user not wearing any glasses may be presented with
a vision-corrected display designed to compensate for a
vision deficiency of the user while not wearing the glasses
whenever the user is detected as not wearing glasses by an
optical sensor system.

[0101] The process 400 is an example process for associ-
ating a particular graphical output with an appearance of a
user and is not a limiting example. Processes for associating
graphical outputs with a user’s appearance may omit and/or
add steps to the process 400. Similarly, steps of the process
400 may be performed in different orders than the example
order discussed above. In some embodiments, a vision-
corrected graphical output may be initially displayed to a
user and a display adjustment request may direct a processor
to present a standard graphical output as a modification
and/or a replacement of the vision-corrected graphical out-
put (e.g., in operations 402 and 404). In some embodiments,
a standard graphical output may be initially displayed to a
user and a display adjustment request may direct a processor
to present a vision-corrected graphical output instead of the
standard graphical output as a modification and/or a replace-
ment of the standard graphical output (e.g., in operations 402
and 404).

[0102] FIG. 5 depicts an example process 500 of a vision-
correcting operation of an electronic device. At operation
502, a processor performing the process 500 may direct an
optical sensor to perform a facial scan of at least a portion
of'a face of a user. As provided herein, an optical sensor may
project a number of light rays toward the user’s face and
may measure the distances of dots projected on the user’s
face. In some embodiments, the entirety of the user’s face
may be scanned, if able to be detected by the optical sensor.
In some embodiments, only a portion of the user’s face (e.g.,
a nose, mouth and chin portion) may be scanned with the
optical sensor. In some embodiments, the scan may include
any objects, such as corrective eyewear, worn on the user’s
face.

[0103] At operation 504, a depth map is generated using
the scan conducted by the optical sensor. The depth map may
correspond to an appearance of the user and may include
three-dimensional information corresponding to peaks and
valleys present on the user’s face. One or any number of
depth maps may be generated. If a number of depth maps are
generated, each depth map may correspond to a different
angle of the user’s face with respect to the optical sensor. In
some embodiments, the generated depth map or depth maps
may be stored within an internal or distributed memory.

[0104] At operation 506, a processor may determine a
similarity score between the depth map or depth maps
generated at operation 504 and one or more biometric
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identity maps of a set of stored biometric identity maps that
are associated with a registered user. The set of stored
biometric identity maps may be depth maps that are created
when a user is initially scanned by the optical sensor during
a registration process and may correspond to the user’s
identity.

[0105] In some embodiments, a similarity score may be
determined by any suitable statistical analysis and may
include analysis related to structural similarity measure
(SSIM) approaches, feature similarity index measure
(FSIM) approaches, edge similarity measure approaches,
and the like. The similarity score may be measured by
determining a statistical likelihood that the depth maps
generated at operation 504 reference the same user as the
stored biometric identity maps. Once a similarity score is
determined, a processor may determine whether a threshold
similarity value is met or surpassed. If the threshold simi-
larity value is met or surpassed, the user’s identity may be
confirmed as the system has determined that the same user
is references in both the depth maps created at operation 504
and the stored biometric identity maps.

[0106] At operation 508, once the processor has deter-
mined that the similarity score exceeds the threshold simi-
larity score, the user may be identified and/or authenticated
as the registered user. In some embodiments, once the user
is identified and/or authenticated, the user may be permitted
access into an internal memory of an electronic device
and/or an electronic device may transition from a locked
state to an unlocked state.

[0107] At operation 510, a corrective eyewear scenario
may be determined using the depth map or depth maps
generated at operation 504. The corrective eyewear scenario
may refer to the presence or absence of corrective eyewear
on the user’s face. One such corrective eyewear scenario
may relate to the user while the user is wearing corrective
eyewear. Another corrective eyewear scenario may relate to
the user while the user is not wearing corrective eyewear. In
some embodiments, there may be multiple corrective eye-
wear scenarios—each corresponding to a different style of
corrective eyewear and/or to the absence of any corrective
eyewear.

[0108] As discussed herein, any suitable statistical analy-
sis, including SSIM and FSIM approaches, may be used to
determine the presence or absence of corrective eyewear. In
alternate or additional scenarios, the presence or absence of
corrective eyewear may be determined by differences
between the depth map generated at operation 504 and the
stored biometric identity maps. In some embodiments, a
second similarity score may be used to determine the
corrective eyewear scenario. The second similarity score
may be looser than the identification similarity score dis-
cussed above, as the second similarity score may be mea-
sured after the user’s identification is confirmed.

[0109] At operation 512, the processor determines a
vision-correcting display profile that is associated with the
corrective eyewear scenario determined at operation 510.
The vision-correcting display profile may have been previ-
ously registered with a corrective eyewear scenario. For
example, a user may have previously identified that, when
no corrective eyewear is detected, a particular vision-cor-
recting display profile should be selected. In some embodi-
ments, a vision-correcting display profile may refer to, by
default, a particular corrective eyewear scenario.
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[0110] At operation 514, a vision-corrected graphical out-
put is generated in accordance with the selected vision-
correcting display profile. The vision-corrected graphical
output may correspond to a particular vision deficiency of
the user (e.g., if the user has previously input a prescription
value or a vision condition) or may be generated based on
predetermined defaults to compensate for a common vision
deficiency.

[0111] The process 500 is an example process for control-
ling a vision-correcting operation for an electronic device
and is not a limiting example. Processes for controlling a
vision-correcting operation may omit and/or add steps to the
process 500. Similarly, steps of the process 500 may be
performed in different orders than the example order dis-
cussed above.

[0112] FIG. 6 depicts an example process 600 of a vision
diagnostic operation and a presentation of a graphical output
for a user with myopic vision. As discussed above, a user
with myopic vision (e.g., a nearsighted user) may clearly
perceive nearby objects and may not clearly perceive far-
away objects. With the use of proper corrective eyewear
(e.g., eyewear having a suitable prescription), the user may
be able to clearly perceive both faraway and nearby objects
but may experience occasional eye strain when viewing
some nearby objects. The process 600 allows the user to
perceive a graphical output in a manner best suited to the
user’s visual acuity.

[0113] At operation 602, the processor may perform a
vision diagnostic process to identify a visual acuity of a user
of the electronic device. The user’s visual acuity may be
determined by, for example, a vision diagnostic test as
described with respect to FIG. 3B. In some embodiments, a
processor may receive a display adjustment request from a
user generated input and may determine the user’s visual
acuity and/or vision condition based on the user’s interaction
with the electronic device. In some embodiments, the pro-
cessor may determine the user’s visual acuity by a user input
(e.g., entering the user’s prescription in a setting, as depicted
in FIG. 3A).

[0114] At operation 604, the processor may determine the
user has myopic eyesight. The processor may determine that
the user has myopic eyesight from the vision diagnostic
process described with respect to operation 602. In some
embodiments, the processor may determine that the user
best perceives vision-corrected displays that have a myopic
vision correction. In some embodiments, the processor may
detect that a “Nearsighted” slider is in the “ON” position.

[0115] At operation 606, the processor may direct an
optical sensor to perform a facial scan of a face of the user.
Here, the processor directs an optical sensor system (e.g., the
optical sensor system 102) to perform a facial scan of the
user. The facial scan may be performed in a manner as
discussed with respect to FIG. 1 (e.g., by creating a three-
dimensional depth map from a projected dot pattern). Once
a scan of the user’s face is performed, the processor may
determine that the scanned face shares a first similarity score
with a pre-registered identity depth map to confirm an
identity of the user. If the identity is confirmed, the processor
may further determine if the scanned face corresponds to a
pre-registered alternate appearance, as discussed herein, by
sharing a second similarity score.

[0116] At operation 608, the processor may determine a
corrective eyewear scenario of the user. For example, the
processor may determine whether the user is, or is not,
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wearing corrective eyewear. The processor may make this
determination by comparing the facial scan captured at
operation 606 with a pre-registered identity profile including
a set of alternate appearances. For example, one alternate
appearance may correspond to the user wearing glasses and
another may correspond to a user with no corrective eye-
wear. The processor may determine which appearance cor-
responds most closely with the scan taken at operation 606
(by, for example, determining two similarity scores between
the scan and the two appearances and determining which
similarity score is the highest).

[0117] At operation 610, the processor may determine that
the user is not wearing corrective eyewear and may display
a standard graphical output. Such a determination may be
made in accordance with the scan taken at operation 606
corresponding more closely to an appearance of the user
where the user is not wearing eyewear.

[0118] At operation 612, the processor may determine that
the user is wearing corrective eyewear, may generate a
vision-corrected graphical output, and may display the
vision-corrected graphical output. The vision-corrected
graphical output may compensate for the myopic vision of
the user by, for example, blurring a portion and/or the
entirety of a standard graphical output; generating an over-
lay over a standard graphical output; and/or making ele-
ments of a standard graphical output larger, brighter, and/or
more distinct. In some embodiments, the generated vision-
corrected graphical output may replace a previously dis-
played standard graphical output and may be presented to
the user instead of a standard graphical output. Additionally,
the vision-corrected graphical output may only replace cer-
tain graphical elements presented in a standard graphical
output. The vision-corrected graphical output may be a
default graphical output designed to compensate for a myo-
pic vision or may be generated based on the individual
prescription of the user.

[0119] The vision-corrected graphical output generated at
operation 612 may be configured specifically to compensate
for a myopic vision deficiency and may differ from other
vision-corrected graphical outputs, as described herein. As a
non-limiting example, a vision-corrected graphical output
generated to compensate for a myopic vision deficiency
while a user is wearing corrective eyewear may be mini-
mally different than a standard graphical output. Such
vision-corrected graphical output may, for example, include
elements that are larger, smaller, blurred, compressed,
brighter, dimmer, color-shifted and/or stretched so that a
myopic user wearing corrective eyewear may perceive the
vision-corrected graphical output as the user would when
not wearing the corrective eyewear (e.g., as the user per-
ceives the standard graphical output as shown in operation
610). The example above is merely explanatory and other
types of vision-corrected graphical outputs to compensate
for a myopic vision deficiency may be used.

[0120] Insome embodiments, a vision-corrected graphical
output may be initially displayed to a user and the vision-
corrected graphical output may continue being displayed at
operation 612 and a standard graphical output may be
generated/modified and displayed at operation 610. In some
embodiments, a standard graphical output may be initially
displayed to a user and. the standard graphical output may
continue being displayed at operation 610 and a vision-
corrected graphical output may be generated/modified and
displayed at operation 612.
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[0121] The process 600 is an example process for a vision
diagnostic operation and a presentation of a graphical object
for a user with myopic vision. Such processes may omit
and/or add steps to the process 600. Similarly, steps of the
process 600 may be performed in different orders than the
example order discussed above.

[0122] FIG. 7 depicts an example process 700 of a vision
diagnostic operation and a presentation of a graphical output
for a user with hyperopic vision. As discussed above, a user
with hyperopic vision (e.g., a farsighted user) may clearly
perceive faraway objects and may not clearly perceive
nearby objects. With the use of proper corrective eyewear
(e.g., eyewear having a suitable prescription), the user may
be able to clearly perceive both faraway and nearby objects.
The process 700 allows the user to perceive a graphical
output in a manner best suited to the user’s visual acuity.

[0123] At operation 702, the processor may perform a
vision diagnostic process to identify a visual acuity of a user
of the electronic device. The user’s visual acuity may be
determined by, for example, a vision diagnostic test as
described with respect to FIG. 3B. In some embodiments, a
processor may receive a display adjustment request from a
user generated input and may determine the user’s visual
acuity and/or vision condition based on the user’s interaction
with the electronic device. In some embodiments, the pro-
cessor may determine the user’s visual acuity by a user input
(e.g., entering the user’s prescription in a setting, as depicted
in FIG. 3A).

[0124] At operation 704, the processor may determine the
user has hyperopic eyesight. The processor may determine
that the user has hyperopic eyesight from the vision diag-
nostic process described with respect to operation 702. In
some embodiments, the processor may determine that the
user best perceives vision-corrected displays that have a
hyperopic vision correction. In some embodiments, the
processor may detect that a “Farsighted” slider is in the
“ON” position.

[0125] At operation 706, the processor may direct an
optical sensor to perform a facial scan of a face of the user.
Here, the processor directs an optical sensor system (e.g., the
optical sensor system 102) to perform a facial scan of the
user. The facial scan may be performed in a manner as
discussed with respect to FIG. 1 (e.g., by creating a three-
dimensional depth map from a projected dot pattern). Once
a scan of the user’s face is performed, the processor may
determine that the scanned face shares a first similarity score
with a pre-registered identity depth map to confirm an
identity of the user. If the identity is confirmed, the processor
may further determine if the scanned face corresponds to a
pre-registered alternate appearance, as discussed herein, by
sharing a second similarity score.

[0126] At operation 708, the processor may determine a
corrective eyewear scenario of the user. For example, the
processor may determine whether the user is, or is not,
wearing corrective eyewear. The processor may make this
determination by comparing the facial scan captured at
operation 706 with a pre-registered identity profile including
a set of alternate appearances. For example, one alternate
appearance may correspond to the user wearing glasses and
another may correspond to a user with no corrective eye-
wear. The processor may determine which appearance cor-
responds most closely with the scan taken at operation 706
(by, for example, determining two similarity scores between
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the scan and the two appearances and determining which
similarity score is the highest).

[0127] At operation 710, the processor may determine that
the user is not wearing corrective eyewear, may generate a
vision-corrected graphical output, and may display the
vision-corrected graphical output. The vision-corrected
graphical output may compensate for the hyperopic vision of
the user by, for example, blurring a portion and/or the
entirety of the standard graphical output; generating an
overlay over the standard graphical output; and/or making
elements of the standard graphical output larger, brighter,
and/or more distinct. In some embodiments, the generated
vision-corrected graphical output may replace the previ-
ously displayed standard graphical output and may be pre-
sented to the user instead of the standard graphical output.
Additionally, the vision-corrected graphical output may only
replace certain graphical elements presented in the standard
graphical output. The vision-corrected graphical output may
be a default graphical output designed to compensate for a
hyperopic vision or may be generated based on the indi-
vidual prescription of the user.

[0128] The vision-corrected graphical output generated at
operation 710 may be configured specifically to compensate
for a hyperopic vision deficiency and may differ from other
vision-corrected graphical outputs, as described herein. For
example, the vision-corrected graphical output generated at
operation 710 may be different from the vision-corrected
graphical output generated with respect to FIG. 6 at opera-
tion 612. As a non-limiting example, a vision-corrected
graphical output generated to compensate for a hyperopic
vision deficiency while a user is not wearing corrective
eyewear may be significantly different than a standard
graphical output. Such a vision-corrected graphical output
may, for example, include elements that are larger, smaller,
blurred, compressed, brighter, dimmer, color-shifted and/or
stretched so that a hyperopic user not wearing corrective
eyewear may perceive the vision-corrected graphical output
as the user would when wearing the corrective eyewear (e.g.,
as the user perceives the standard graphical output as shown
in operation 712). The example above is merely explanatory
and other types of vision-corrected graphical outputs to
compensate for a hyperopic vision deficiency may be used.
[0129] At operation 712, the processor may determine that
the user is wearing corrective eyewear and may display a
standard graphical output. Such a determination may be
made in accordance with the scan taken at operation 706
corresponding more closely to an appearance of the user
where the user is wearing eyewear.

[0130] Insome embodiments, a vision-corrected graphical
output may be initially displayed to a user and the vision-
corrected graphical output may continue being displayed at
operation 710 and a standard graphical output may be
generated/modified and displayed at operation 712. In some
embodiments, a standard graphical output may be initially
displayed to a user and. the standard graphical output may
continue being displayed at operation 712 and a vision-
corrected graphical output may be generated/modified and
displayed at operation 710.

[0131] The process 700 is an example process for a vision
diagnostic operation and a presentation of a graphical object
for a user with hyperopic vision. Such processes may omit
and/or add steps to the process 700. Similarly, steps of the
process 700 may be performed in different orders than the
example order discussed above.
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[0132] FIG. 8 depicts an example process 800 of an
automatic vision diagnostic operation and a control of a
displayed graphical output. At operation 802, the processor
may direct an optical sensor system (e.g., the optical sensor
system 102) to capture dynamic facial data of a face of a
user. In some embodiments, the dynamic facial data may be
a video of the user’s face for a predetermined period of time.
In some embodiments, the dynamic facial data may be a
series of pictures taken at regular intervals. In some embodi-
ments, the dynamic facial data may be a series of pictures of
a dot pattern projected on the user’s face.

[0133] At operation 804, the processor may analyze the
captured dynamic facial data to detect eye movements of the
user while the user is perceiving the graphical user interface
on the electronic device. For example, the processor may use
image processing techniques to detect a jitter or movement
of the user’s eye. The movement of the user’s eye may be
measured over a predetermined period of time.

[0134] At operation 806, the processor may determine an
eye strain condition of the user. The eye strain condition may
correspond to or be based on characteristic eye shifting,
squinting, or other type of eye movement. In some cases, the
processor may determine a threshold likelihood that the user
is struggling to view the standard graphical output based on
the detected eye movements (e.g., the processor may deter-
mine an eye strain condition). For example, if the eye
movements of the user are rapid and frequently dart back
and forth, the processor may determine that the user is
experiencing eye strain. The processor may track certain
visual fiducials on the user’s eye (e.g., a center of the user’s
pupil) and may measure the movement of the fiducial to
determine the threshold likelihood that an eye strain condi-
tion is met. As used herein, the eye strain condition may be
used to refer to a variety of possible eye strain states of the
user. The detected eye movement may also include a detec-
tion of a squinting or strain of the user’s eye during a
perceived reading activity. The processor may, through the
detection of eye movements, provide, for example, a
numerical value of a user’s eye strain condition. For
example, if the eye strain condition is determined to be
below a threshold value after a statistical analysis, the user
may be determined to not be experiencing sufficient eye-
strain. If the eye strain condition is above the threshold
value, the processor may consider an eye strain threshold to
be surpassed and may consider the user to be experiencing
heightened eye strain. At operation 810, the processor deter-
mines whether this threshold is met or surpassed.

[0135] At operation 810, the processor may determine that
the threshold likelihood is not met or surpassed and that the
user is not struggling to view a graphical output. The
processor then may direct an associated display to display a
standard graphical output.

[0136] At operation 812, the processor may determine that
the threshold likelihood is met or surpassed, may generate a
vision-corrected graphical output, and may display the
vision-corrected graphical output. The vision-corrected
graphical output may be designed to reduce the vision strain
of the user, for example, blurring a portion and/or the
entirety of the standard graphical output; generating an
overlay over the standard graphical output; and/or making
elements of the standard graphical output larger, brighter,
and/or more distinct. In some embodiments, the generated
vision-corrected graphical output may replace the previ-
ously displayed standard graphical output and may be pre-
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sented to the user instead of the standard graphical output.
Additionally, the vision-corrected graphical output may only
replace certain graphical elements presented in the standard
graphical output. The vision-corrected graphical output may
be a default graphical output designed to compensate for a
myopic vision or may be generated based on the individual
prescription of the user.

[0137] Insome embodiments, a vision-corrected graphical
output may be initially displayed to a user and the vision-
corrected graphical output may continue being displayed at
operation 812 and a standard graphical output may be
generated/modified and displayed at operation 810. In some
embodiments, a standard graphical output may be initially
displayed to a user and. the standard graphical output may
continue being displayed at operation 812 and a vision-
corrected graphical output may be generated/modified and
displayed at operation 810.

[0138] The process 800 is an example process for an
automatic vision diagnostic operation and a control of a
displayed graphical output. Such processes may omit and/or
add steps to the process 800. Similarly, steps of the process
800 may be performed in different orders than the example
order discussed above.

[0139] FIG. 9 depicts an example process 900 of gener-
ating and displaying a privacy screen in response to a facial
scan of a user. For a standard graphical output, a user may
experience certain privacy concerns. For example, surround-
ing people may be able to view a display of an electronic
device in the possession of the user on, for example, a
crowded restaurant or bus. If the user wanted to view highly
sensitive content, the user would either need to move to a
more private location or physically block a view-line of the
surrounding people. The process 800 depicted here, creates
a private graphical output that can only be perceived by a
wearing of a particular set of glasses.

[0140] At operation 902, a processor of an electronic
device may direct an optical sensor system (e.g., the optical
sensor system 102) to perform a facial scan of the user. The
facial scan may be performed in a manner as discussed with
respect to FIG. 1 (e.g., by creating a three-dimensional depth
map from a projected dot pattern or by performing an image
recognition analysis on a two-dimensional image). Once a
scan of the user’s face is performed, the processor may
determine that depth maps of the scanned face shares a first
similarity score with a pre-registered identity depth map to
confirm an identity of the user. If the identity is confirmed,
the processor may further determine if the depth maps of the
scanned face corresponds to a pre-registered alternate
appearance, as discussed herein, by sharing a second simi-
larity score.

[0141] At operation 904, the processor may detect the
presence of a privacy eyewear on the face of the user from
the facial scan taken at operation 902. The privacy eyewear
may be detected by comparing the depth maps taken from
the facial scan taken at operation 902 with previously
registered depth maps corresponding to an alternate appear-
ance of the user. The previously registered depth maps may
have been marked as “Private” or may otherwise be listed as
a private profile. In some embodiments, the privacy eyewear
may be marked with a particular graphic, QR code, bar code,
and the like. The processor may detect the presence of the
marking and may determine the presence of the privacy
eyewear. In some embodiments, the privacy eyewear may be
provided as a separate eyewear that intentionally distorts a
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user’s vision. In some embodiments, the privacy eyewear
may be standard eyewear owned by the user.

[0142] At operation 906, the processor may perform a
privacy blur operation to vary an appearance of a graphical
output to be displayed. The privacy blur operation may be
based on a distortion of the privacy eyewear. In some
embodiments, the privacy blur operation may blur in accor-
dance with information stored, or associated with, a detected
graphic, QR code, bar code, and the like. In some embodi-
ments, the user may previously enter prescription informa-
tion for the privacy eyewear and the privacy blur operation
may be based on such prescription information. At operation
908, the processor may generate a blurred graphical output
in accordance with the privacy blur operation at operation
906.

[0143] Also at operation 908, the processor may display
the blurred graphical output. The blurred graphical output
may compensate for the distortion created by the privacy
eyewear vision of the user by, for example, blurring a
portion and/or the entirety of a standard graphical output;
generating an overlay over the standard graphical output;
and/or making elements of the standard graphical output
larger, brighter, and/or more distinct. In some embodiments,
the blurred graphical output may only replace certain graphi-
cal elements presented in the standard graphical output. The
blurred graphical output may be a default graphical output
designed to compensate for the privacy eyewear. The blurred
graphical output may also be referred to as a privacy blur, as
presented herein, and may be a type of a vision-corrected
graphical output, as used herein. The blurred graphical
output may appear unblurred when the privacy eyewear is
worn and may appear blurred when the privacy eyewear is
not worn. In this way, a user wearing the privacy eyewear
may perceive the blurred graphical output with clarity while
surrounding people not wearing the privacy eyewear may
not perceive the blurred graphical output clearly.

[0144] The process 900 is an example process for gener-
ating and displaying a privacy screen. Such processes may
omit and/or add steps to the process 900. Similarly, steps of
the process 900 may be performed in different orders than
the example order discussed above.

[0145] FIG. 10 depicts an example block diagram of an
electronic device 1000 that may perform the disclosed
processes and methods. The electronic device 1000 may, in
some cases, take the form of a mobile electronic device, such
as a mobile phone; electronic watch; or laptop computer, or
may take the form of any other electronic device such as a
television; a computer display; or a display in an automobile.
The electronic device 1000 may be described with reference
to any of FIGS. 1-9. The electronic device 1000 may include
a processor (or processors) 1002, a memory (or memories)
1004, an optical sensor (or optical sensors) 1006, a input/
output device (or input/output devices) 1008. Additional
sensor (or sensors) 1010, a display (or displays) 1012), and
a battery (or batteries) 1014 may additionally be provided.
[0146] The processor 1002 may control some or all of the
operations of the electronic device 1000. The processor 1002
may communicate, either directly or indirectly, with some or
all of the components of the electronic device 1000. For
example, a system bus or other communication mechanism
may provide communication between the processor 1002,
the memory 1004, the optical sensor 1006, the input/output
devices 1008, the additional sensors 1010, the display 1012,
and the battery 1014.
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[0147] The processor 1002 may be implemented as any
electronic device capable of processing, receiving, or trans-
mitting data or instructions. For example, the processor 1002
may be a microprocessor, a central processing unit (CPU),
an application-specific integrated circuit (ASIC), a digital
signal processor (DSP), or combinations of such devices. As
described herein, the term “processor” may encompass a
single processor or processing unit, multiple processors,
multiple processing units, or other suitably configured com-
puting element or elements.

[0148] Components of the electronic device 1000 may be
controlled by multiple processing units. For example, select
components of the electronic device 1000 (e.g., the optical
sensor 1006) may be controlled by a first processing unit and
other components (e.g. the additional sensors 1010) may be
controlled by a second processing unit, where the first and
second processing units may or may not be in communica-
tion with each other. In some cases, the processor 1002 may
determine a biological parameter of a user of the electronic
device, such as a facial appearance, a biometric, and/or an
eye strain.

[0149] The memory 1004 may store electronic data that
can be used by the electronic device 1000. For example, the
memory 1004 may store electrical data or content such as,
for example, audio and video files, documents and applica-
tions, device settings and user preferences, timing signals,
control signals, and data structures or databases. The
memory 1004 may be configured as any type of memory. By
way of example only, the memory 1004 may be imple-
mented as random access memory, read-only memory, Flash
memory, removable memory, other types of storage ele-
ments, or combinations of such devices.

[0150] The optical sensor 1006 may detect image, video,
and or optical information from an environment surrounding
the electronic device 1000. The optical sensor 1006 may be
one or any number of individual cameras and may also
include one or any number of light projectors. The optical
sensor 1006 may detect visible light, infrared light, ultra-
violet light, or any combination thereof. In some embodi-
ments, the optical sensor 1006 may be a forward-facing
camera to detect images in the same direction as a presented
graphical user interface. Additionally or alternative, the
optical sensor 1006 may be disposed on the back of the
electronic device 1000.

[0151] The optical sensor 1006 may include a light pro-
jector which may project a series of light beams onto an
environment surrounding the electronic device 1000. The
projected light beams may be of comprised of any type of
light including visible light, infrared light, and/or ultraviolet
light. The projected light beams may additionally be
detected by the optical sensor 1006. The light projector may
project a number of light beams so as to create a grid-type
pattern.

[0152] The electronic device 1000 may also include one or
more input/output devices 1008. In various embodiments,
the input/output devices 1008 may include any suitable
components for detecting inputs. Examples of input/output
devices 1008 include mechanical devices (e.g., crowns,
switches, buttons, or keys), communication devices (e.g.,
wired or wireless communication devices), electroactive
polymers (EAPs), strain gauges, electrodes, some combina-
tion thereof, and so on. Each input/output device 1008 may
be configured to detect one or more particular types of input
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and provide a signal (e.g., an input signal) corresponding to
the detected input. The signal may be provided, for example,
to the processor 1002.

[0153] As discussed herein, in some cases, the input/
output device 1008 include a touch sensor (e.g., a capacitive
touch sensor) integrated with the display 1012 to provide a
touch-sensitive display. Similarly, in some cases, the input/
output device(s) 1008 include a force sensor (e.g., a capaci-
tive force sensor) integrated with the display 1012 to provide
a force-sensitive display.

[0154] The input/output device(s) 1008 may further
include any suitable components for providing outputs.
Examples of such input/output device(s) 1008 include audio
output devices (e.g., speakers), visual output devices (e.g.,
lights or displays), tactile output devices (e.g., haptic output
devices), communication devices (e.g., wired or wireless
communication devices), some combination thereof, and so
on. Each input/output device 1008 may be configured to
receive one or more signals (e.g., an output signal provided
by the processor 1002) and provide an output corresponding
to the signal.

[0155] In some cases, input/output devices 1008 may be
integrated as a single device or may be separate devices. For
example, an input/output device or port can transmit elec-
tronic signals via a communications network, such as a
wireless and/or wired network connection. Examples of
wireless and wired network connections include, but are not
limited to, cellular, Wi-Fi, Bluetooth, IR, and Ethernet
connections.

[0156] The processor 1002 may be operably coupled to the
input/output devices 1008. The processor 1002 may be
adapted to exchange signals with the input/output devices
1008. For example, the processor 1002 may receive an input
signal from an input/output device 1008 that corresponds to
an input detected by the input/output device 1008. The
processor 1002 may interpret the received input signal to
determine whether to provide and/or change one or more
outputs in response to the input signal. The processor 1002
may then send an output signal to one or more of the
input/output devices 1008, to provide and/or change outputs
as appropriate.

[0157] The electronic device 1000 may also include one or
more additional sensors 1010 positioned almost anywhere
on the electronic device 1000. The additional sensor(s) 1010
may be configured to sense one or more type of parameters,
such as, but not limited to, pressure, light, touch, heat,
movement, relative motion, biometric data (e.g., biological
parameters), and so on. For example, the additional sensor
(s) 1010 may include a heat sensor, a position sensor, an
additional light or optical sensor, an accelerometer, a pres-
sure transducer, a gyroscope, a magnetometer, a health
monitoring sensor, and so on. Additionally, the one or more
additional sensors 1010 may utilize any suitable sensing
technology, including, but not limited to, capacitive, ultra-
sonic, resistive, optical, ultrasound, piezoelectric, and ther-
mal sensing technology. In some examples, the additional
sensors 1010 may include one or more of the electrodes
described herein (e.g., one or more electrodes on an exterior
surface of a cover that forms part of an enclosure for the
electronic device 1000 and/or an electrode on a crown body,
button, or other housing member of the electronic device
1000).

[0158] In various embodiments, the display 1012 may
provide a graphical output, for example associated with an
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operating system, user interface, and/or applications of the
electronic device 1000. In some embodiments, the display
1012 may include one or more sensors and is configured as
a touch-sensitive (e.g., single-touch, multi-touch) and/or
force-sensitive display to receive inputs from a user. For
example, the display 1012 may be integrated with a touch
sensor (e.g., a capacitive touch sensor) and/or a force sensor
to provide a touch- and/or force-sensitive display. The
display 1012 may be operably coupled to the processing unit
1002 of the electronic device 1000.

[0159] The display 1012 may be implemented with any
suitable technology, including, but not limited to, liquid
crystal display (LCD) technology, light emitting diode
(LED) technology, organic light-emitting display (OLED)
technology, organic electroluminescence (OEL) technology,
or another type of display technology. In some cases, the
display 1012 may be positioned beneath and viewable
through a cover that forms at least a portion of an enclosure
of the electronic device 1000. Many such displays also
include touch screen functionality where a user may exert a
touch and/or a force on a touch-sensitive display to interact
with an electronic device via the display.

[0160] The battery 1014 may be implemented with any
device capable of providing energy to the electronic device
1000. The battery 1014 may be one or more batteries or
rechargeable batteries. Additionally or alternatively, the bat-
tery 1014 may be replaced or supplemented by a power
connector or power cord that connects the electronic device
1000 to another power source, such as power transferred
through a wall outlet.

[0161] As described above, one aspect of the present
technology is the gathering and use of data available from
various sources to provide, for example, facial recognition
and/or eyesight diagnosis. The present disclosure contem-
plates that, in some instances, this gathered data may include
personal information data that uniquely identifies, may be
used to identify and/or authenticate, or can be used to
contact or locate a specific person. Such personal informa-
tion data can include facial information, vision prescription
information, demographic data, location-based data, tele-
phone numbers, email addresses, twitter IDs, home
addresses, data or records relating to a user’s health or level
of fitness (e.g., vital signs measurements, medication infor-
mation, exercise information), date of birth, or any other
identifying or personal information.

[0162] The present disclosure recognizes that the use of
such personal information data, in the present technology,
can be used to the benefit of users. For example, the facial
recognition data may be used to secure an electronic device
and may be used to generate and present a vision-corrected
graphical output. Further, other uses for personal informa-
tion data that benefit the user are also contemplated by the
present disclosure. For instance, eyesight prescription infor-
mation may be used to provide insights into a user’s vision
health, or may be used to measure a user’s vision over time
to monitor changing eye conditions.

[0163] The present disclosure contemplates that the enti-
ties responsible for the collection, analysis, disclosure, trans-
fer, storage, or other use of such personal information data
will comply with well-established privacy policies and/or
privacy practices. In particular, such entities should imple-
ment and consistently use privacy policies and practices that
are generally recognized as meeting or exceeding industry or
governmental requirements for maintaining personal infor-
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mation data private and secure. Such policies should be
easily accessible by users, and should be updated as the
collection and/or use of data changes. In various situations
considered by the disclosure, personal information data may
be entirely stored within a user device.

[0164] Personal information from users should be col-
lected for legitimate and reasonable uses of the entity and
not shared or sold outside of those legitimate uses. Further,
such collection/sharing should occur after receiving the
informed consent of the users. Additionally, such entities
should consider taking any needed steps for safeguarding
and securing access to such personal information data and
ensuring that others with access to the personal information
data adhere to their privacy policies and procedures. Further,
such entities can subject themselves to evaluation by third
parties to certify their adherence to widely accepted privacy
policies and practices. In addition, policies and practices
should be adapted for the particular types of personal
information data being collected and/or accessed and
adapted to applicable laws and standards, including juris-
diction-specific considerations. For instance, in the US,
collection of or access to certain health data, such as
eyesight information, may be governed by federal and/or
state laws, such as the Health Insurance Portability and
Accountability Act (HIPAA); whereas health data in other
countries may be subject to other regulations and policies
and should be handled accordingly. Hence different privacy
practices should be maintained for different personal data
types in each country.

[0165] Despite the foregoing, the present disclosure also
contemplates embodiments in which users selectively block
the use of, or access to, personal information data. That is,
the present disclosure contemplates that hardware and/or
software elements can be provided to prevent or block
access to such personal information data. For example, in
the case of facial recognition processes or eyesight diagnos-
tic processes, the present technology can be configured to
allow users to select to “opt in” or “opt out” of participation
in the collection of personal information data during regis-
tration for services or anytime thereafter. In addition to
providing “opt in” and “opt out” options, the present dis-
closure contemplates providing notifications relating to the
access or use of personal information. For instance, a user
may be notified upon downloading an app that their personal
information data will be accessed and then reminded again
just before personal information data is accessed by the app.
[0166] Moreover, it is the intent of the present disclosure
that personal information data should be managed and
handled in a way to minimize risks of unintentional or
unauthorized access or use. Risk can be minimized by
limiting the collection of data and deleting data once it is no
longer needed. In addition, and when applicable, including
in certain health related applications, data de-identification
can be used to protect a user’s privacy. De-identification
may be facilitated, when appropriate, by removing specific
identifiers (e.g., date of birth, etc.), controlling the amount or
specificity of data stored (e.g., collecting location data a city
level rather than at an address level), controlling how data is
stored (e.g., aggregating data across users), and/or other
methods.

[0167] Therefore, although the present disclosure broadly
covers use of personal information data to implement one or
more various disclosed embodiments, the present disclosure
also contemplates that the various embodiments can also be
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implemented without the need for accessing such personal
information data. That is, the various embodiments of the
present technology are not rendered inoperable due to the
lack of' all or a portion of such personal information data. For
example, determining whether a user is wearing glasses may
be based on reflective properties of the glasses based on
non-personal information data or a bare minimum amount of
personal information, such as the content being requested by
the device associated with a user, other non-personal infor-
mation available to the electronic devices, or publicly avail-
able information.
[0168] The foregoing description, for purposes of expla-
nation, uses specific nomenclature to provide a thorough
understanding of the described embodiments. However, it
will be apparent to one skilled in the art that the specific
details are not required in order to practice the described
embodiments. Thus, the foregoing descriptions of the spe-
cific embodiments described herein are presented for pur-
poses of illustration and description. They are not targeted to
be exhaustive or to limit the embodiments to the precise
forms disclosed. It will be apparent to one of ordinary skill
in the art that many modifications and variations are possible
in view of the above teachings.
[0169] As used herein, the phrase “at least one of” pre-
ceding a series of items, with the term “and” or “or” to
separate any of the items, modifies the list as a whole, rather
than each member of the list. The phrase “at least one of”
does not require selection of at least one of each item listed;
rather, the phrase allows a meaning that includes at a
minimum one of any of the items, and/or at a minimum one
of any combination of the items, and/or at a minimum one
of each of the items. By way of example, the phrases “at
least one of A, B, and C” or “at least one of A, B, or C”” each
refer to only A, only B, or only C; any combination of A, B,
and C; and/or one or more of each of A, B, and C. Similarly,
it may be appreciated that an order of elements presented for
a conjunctive or disjunctive list provided herein should not
be construed as limiting the disclosure to only that order
provided.
1. A method of controlling a vision-correcting operation
of a portable electronic device, the method comprising:
scanning at least a portion of a face of a user using a
sensor;
generating a depth map using the scan conducted using
the sensor;
determining a similarity score between the depth map and
one or more biometric identity maps of a set of stored
biometric identity maps that are associated with a
registered user;
in response to the similarity score exceeding a threshold,
authenticating the user as the registered user;
determining a corrective eyewear scenario using the depth
map;
selecting a display profile that is associated with the
corrective eyewear scenario and the registered user;
and
generating a graphical output in accordance with the
selected display profile.
2. The method of claim 1, wherein:
the corrective eyewear scenario corresponds to the regis-
tered user wearing a corrective eyewear; and
the graphical output compensates for a vision deficiency
associated with the corrective eyewear scenario and the
registered user.
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3. The method of claim 2, wherein:
the depth map is a first depth map;
the display profile is a first display profile;
the corrective eyewear scenario is a first corrective eye-
wear scenario;
the graphical output is a first graphical output;
the method further comprises:
scanning at least the portion of the face of the user
using the sensor to generate a second depth map;
determining a second corrective eyewear scenario
using the second depth map;
selecting a second display profile that is associated with
the second corrective eyewear scenario; and
generating a second graphical output in accordance
with the selected second display profile; and
the second corrective eyewear scenario corresponds to the
registered user not wearing the corrective eyewear.
4. The method of claim 1, wherein:
the threshold is a first threshold;
the similarity score is a first similarity score; and
determining the corrective eyewear scenario using the
depth map, comprises:
identifying a subset of identity maps of the set of stored
biometric identity maps, the subset of identity maps
associated with the corrective eyewear scenario; and
determining a second similarity score between the
depth map and the subset of identity maps.
5. The method of claim 1, wherein:
the corrective eyewear scenario corresponds to the regis-
tered user not wearing a corrective eyewear; and
the graphical output compensates for a vision deficiency
while the user is not wearing the corrective eyewear.
6. The method of claim 1, further comprising:
detecting an eye movement of the user; and
in accordance with the eye movement corresponding to an
eye strain condition, modifying the graphical output of
the portable electronic device.
7. The method of claim 1, wherein:
the display profile is associated with prescription infor-
mation related to a visual acuity of the user; and
the graphical output is generated based, at least in part, on
the prescription information.
8. A method of providing a graphical output for an

electronic device, the method comprising:

displaying a set of graphical objects, each one of the set
of graphical objects produced using a different level of
vision correction;

receiving a user selection of a graphical object of the set
of graphical objects;

in response to the user selection, identifying a display
profile that is associated with the selected graphical
object;

generating the graphical output in accordance with the
display profile;

scanning at least a portion of a face of a user using a
sensor;

generating a depth map using the scan; and

storing the depth map and associating the depth map with
the display profile.

9. The method of claim 8, further comprising:

determining, based on the user selection, that the user has
a myopic vision condition;

generating a new depth map based on a subsequent scan
of the user;

17

Nov. 11, 2021

determining, using the new depth map, whether the user
is wearing a corrective eyewear; and
in accordance with a determination that the user is wear-
ing the corrective eyewear, causing a display to display
the graphical output.
10. The method of claim 8, further comprising:
determining, based on the user selection, that the user has
a hyperopic vision condition;
generating a new depth map based on a subsequent scan
of the user;
determining, from the new depth map, whether the user is
wearing a corrective eyewear; and
in accordance with a determination that the user is not
wearing the corrective eyewear, causing a display to
display the graphical output.
11. The method of claim 8, further comprising:
detecting an eye movement of the user using the sensor;
and
in accordance with a determination that the eye movement
corresponds to an eye strain condition, generating the
graphical output.
12. The method of claim 8, wherein:
the display profile is one of a set of display profiles;
each display profile of the set of display profiles is
associated with a different appearance of the user; and
each different appearance of the user corresponds to a
respective corrective eyewear scenario.
13. The method of claim 8, wherein:
displaying the set of graphical objects comprises present-
ing a set of successive screens to the user; and
each one of the set of successive screens contains one or
more graphical objects of the set of graphical objects.
14. The method of claim 8, further comprising:
determining, from the user selection, a visual acuity of the
user; and
displaying information regarding the visual acuity to the
user.
15. An electronic device comprising:
a housing;
a display positioned at least partially within the housing
and configured to display a graphical output;
a transparent cover positioned at least partially over the
display;
an optical sensor positioned below the transparent cover
and configured to obtain a scan of a portion of a face of
a user; and
a processor configured to:
generate a depth map using the scan;
determine a similarity score between the depth map and
one or more identity maps of a set of stored biometric
identity maps that are associated with a registered
user;
in response to the similarity score exceeding a thresh-
old, identify the user as the registered user;
determine a corrective eyewear scenario using the
depth map;
select a display profile that is associated with the
corrective eyewear scenario; and
generate a graphical output in accordance with the
selected display profile.
16. The electronic device of claim 15, wherein:
the optical sensor comprises a light emitting module
configured to project a dot pattern on the portion of the
face of the user; and
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the optical sensor obtains the scan of the portion of the

face of the user using the projected dot pattern.
17. The electronic device of claim 16, wherein:
the projected dot pattern is produced by a series of
infrared light rays emitted from the light emitting
module toward the portion of the face of the user; and

the optical sensor further comprises an infrared-sensing
array configured to detect infrared light reflected from
the portion of the face of the user.

18. The electronic device of claim 15, wherein the cor-
rective eyewear scenario corresponds to the registered user
wearing a corrective eyewear.

19. The electronic device of claim 15, wherein the cor-
rective eyewear scenario corresponds to the registered user
not wearing a corrective eyewear.

20. The electronic device of claim 15, wherein:

the corrective eyewear scenario corresponds to the regis-

tered user wearing a privacy eyewear; and

the graphical output includes a privacy blur that appears

unblurred when viewed using the privacy eyewear.
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